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Detecting Al generated content...

2024

.. it used to be obvious... not anymore




Today, it is increasingly difficult to distinguish

with the human eye alone
@ cn.
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September 2024

nNewsom - Follow

Manipulating a voice in an “ad” like this one should be
illegal.

I'll be signing a bill in a matter of weeks to make sure it
is.

Elon Musk retweets
altered Kamala Harris
campaign ad

In the video, Harris seemingly exposes
herself as an incompetent candidate for
president. The origin of the video isn't
known yet.
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California is standing up to harmful deepfakes in
political ads and other online content.

To help safeguard the integrity of our elections, these
three new laws will remove deceptive content from
large online platforms, increase accountability, and
better inform voters.
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NO FAKES Act TAKE IT DOWN Act

Blackburn, Coons, Salazar, Dean, Colleagues Introduce “NO FAKES Act” ?,;Lmue A
US House of Representatives

g ity i Representatives
to Protect Individuals and Creators from Digital Replicas Washington, DC 20515 Washington, DC 20515
The Honorable Hakeem Jeffries The Honorable Katherine Clark
April 9, Minority Leader M

US House of Representatives
Washington, DC 20515

ENDORSEMENTS
This legislation is endorsed by the Recording Industry Association of America; Motion
Picture Association; SAG-AFTRA; YouTube; Recording Academy; OpenAl; Warner Music
Group; Universal Music Group; Sony Music; The Walt Disney Company; IBM; Vermillio;
dependent Film & Television Alliance; WME; Creative Artists Agency; Human
istry Campaign; National Association of Broadcasters; the Model Alliance; ASCAP;

Nashville Songwriters Association International; the Authors Guild; the National Center on : Software & Information Industry Association
Sexual Exploitation; Television Academy; Enough is Enough; American Association of Jrgeat agf o TechNet )
Independent Music; and more.

gffimerce Committee. Now, xn:wunumlopau x cap
mp for his signature. We look forward to the Ho

Sincerely,

Amazon

Eantertainment Software Association

Google

Hive

Meta

o Software & Information Industry Association

artists,” said Senator TilliS™3¥e must protect against such misuse, and proud to co-introduce this bipartisan TechNet
legislation to create safeguards Tiesg Al, which will result in greatge”protections for individuals and that which e

defines them.”

“Americans from all walks of life are increasingly S®aingf| being used to create deepfakes in ads, images, music,




Al “antivirus” to detect the misuse of Al and Deepfakes
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Al “antivirus” to detect the misuse of Al and Deepfakes

Organic or Diffused: Can We Distinguish Human Art from
Al-generated Images?

Anna Yoo Jeong Ha’, Josephine Passananti’, Ronik Bhaskar, Shawn Shan, Reid Southen', Haitao
Zheng, Ben Y. Zhao
Department of Computer Science, University of Chicago,' Concept Artist
{annaha, josephinep, rbhaskar, shawnshan, htzheng, ravenben)@cs.uchicago.edu,
! ReidSouthen@gmail.com

o Supervised classification does surprisingly well, and Hive out-

performs all detectors (human and ML), and produces zero false
positives. Unsurprisingly, accuracy seems to correlate with ex-
pected training data availability: biggest classifier (Hive) performs
best; all classifiers perform the worst on Firefly, the newest of the
major generative models.

Organic or Diffused: Can We Distinguish Human Art from Al-generated Images?

Tested on Human Artworks + Al-generated Images
Detector | ACC(%)T FPR(%)| FNR (%) ]

Optic
Tlluminarty
DE-FAKE
DIRE (a)
DIRE (b)
Ensemble
Table 1: Performance of automated detectors tested on un-
perturbed human artworks and Al-generated images. The
Ensemble detector (Hive+Optic+Illuminarty) takes scores
from Hive, Optic, and Illuminarty, using the highest confi-
dence value as the determining score.

“Hive is the clear winner”

A 2024 independent research
study from the University of
Chicago found that our Al
Detection model outperforms
against competing models and
human expert analysis
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The US Department of Defense isinvesting in

deepfake detection

U.S. Department of Defense

It has signed a contract with startup Hive Al worth $2.4 million over two years.

By Melissa Heikkila

December 5,2024

DEFENSE
INNOVATION UNIT

Awarded DoD contract from 35
competing solutions
Supporting DIU for:

o Al-Generated Image & Video
Detection

o Al-Generated Audio Detection

o Deepfake Image & Video
Detection

o Liveness Detection



Rise of Al and deepfakes in lead-up
to GE2025

Digitally manipulated videos and photos of politicians will be
outlawed during the upcoming elections period. Meanwhile, they
are already proliferating and blurring the lines between fact and

fiction.

Published Apr 10, 2025

This TikTok video of Singapore’s late founding
prime mlmster Lee Kuan Yew, for example,

ga_posutlon MPs
react to' negative




It's becoming harder to tell what is real...

... new tools are required to detect the “imperceptible”
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